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ABSTRACT

Statistical pattern recognition has recently emerged as a promising set of complementary methods to system identification for automatic structural damage assessment. Its essence is to use well-known concepts in statistics for boundary definition of different pattern classes, such as those for damaged and undamaged structures. In this paper, several statistical pattern recognition algorithms using autoregressive models, including statistical control charts and hypothesis testing, are reviewed as potentially competitive damage detection techniques. To enhance the performance of statistical methods, new feature extraction techniques using model spectra and residual autocorrelation, together with resampling-based threshold construction methods, are proposed. Subsequently, simulated acceleration data from a multi-degree-of-freedom system is generated to test and compare the efficiency of the existing and proposed algorithms. Data from laboratory experiments conducted on a truss and a large-scale bridge slab model are then used to further validate the damage detection methods and demonstrate the superior performance of proposed algorithms.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Structural health monitoring (SHM) [1] has been proposed by the civil engineering research community as an economical and possibly more reliable solution to infrastructure condition assessment. SHM can be realized by collecting data from a sensor network installed on the monitored structure and then processing the measurements for structural condition evaluation. A number of algorithms have been developed by different research groups to extract critical structural information from the measured data. Conventional methods focus on direct estimation of structure’s physical parameters such as modal properties, which often require a numerical model of the structure [2–5]. While these physical properties are easy concepts for interpretation, most of them are computationally intensive to estimate, and in a lot of cases fail to identify significant local damage even with a dense sensor network. Recently, statistical pattern recognition techniques (SPR) [6] are being investigated in hope of finding a more efficient algorithm for distributed damage detection.

Statistical pattern recognition techniques (Fig. 1) have long been applied to speech recognition [7], identifying logical information from image documents [8,9], reading DNA sequences in bioinformatics [10] and problems in many other domains that require artificial cognitive assistance. Their ability to process large volumes of information produced via continuous and/or multichannel sensing is very beneficial, and in addition, these techniques are adaptable to most fields of...
applied science as they are basically mathematical tools. The range of application of these techniques continues to expand to many new areas of natural and social sciences and engineering.

The SPR paradigm for vibration-based SHM, proposed in [11], consists of four tasks: (1) operational evaluation; (2) data acquisition; (3) feature selection and data compression; and (4) statistical model development. This paradigm essentially focuses on the interdependence between structural data collection details and statistical data analysis procedures and their application.

The four components of this paradigm have all been studied in the past, and amongst them the task of statistical decision making has recently received increasing attention. References [12–17] presented the application of hypothesis testing and clustering techniques to damage classification and reported satisfactory results. The feature extraction methods adopted in these papers are based on AR/ARX/ARMA (Autoregressive/Autoregressive with exogenous input/Autoregressive with moving average [18,19]) modeling. Several other studies further explored the effectiveness of autoregressive damage indicators [20–29] by making changes to data cleansing techniques, using different classification algorithms, and trying the statistical method on different types of simulated and real structures.

Feature extraction and statistical boundary construction are two crucial factors concerning the effectiveness of a SPR algorithm. Ever since the concept of SPR was introduced in the structural damage detection field, research has been focused on how to obtain a sensitive feature and a reliable damage threshold. In the context of statistical pattern recognition, each pattern is represented by a feature vector. Familiar concepts from statistics are then utilized to construct boundaries between different classes based on analyzing a group of patterns whose class properties are known beforehand. This process is generally known as training of the classification machine or threshold construction. Unidentified patterns can then be classified by the established statistical machine.

Even though the implementation of SPR does not require the adopted features to have an explicit physical meaning, the features that represent the underlying structural physics are preferred for structural monitoring if their performance is adequate, from the point of view that they can provide more effective insight into the condition of the structure. As an example of such features, the parameters of an input–output based ARX model for the LTI (linear time-invariant) systems represent the structural response under white Gaussian excitation at an arbitrary location. AR/ARX/ARMA based damage indicators are thus preferable features compared with those purely statistical indices of structural vibration responses such as kurtosis (a statistics measuring the sharpness of sample distribution) and principal components (a linear combination of observations from multiple channels such that the results possess maximum variance, therefore conveying the most information). The existing AR/ARX/ARMA methods for damage detection are based on monitoring of model residual variances and model parameter vectors. Though theoretically justified, they only reflect possible changes in certain aspects of the model, and may not be the most effective ways to apply AR/ARX/ARMA based damage detection. In addition, their robustness to noise has been largely left unexamined. In this paper two algorithms using different features and statistical decision strategies will be proposed along with a brief investigation into the damage sensitivity of AR model coefficients and residuals. The performance of new algorithms will be compared to that of the existing methods through numerical and laboratory experiments. Also, a modification to the data-driven scheme for damage threshold construction using Mahalanobis distance features is introduced to improve the performance of the algorithm.

The organization of this paper is in Sections 6. In Section 2, a brief summary of current SPR algorithms using AR/ARX models is presented. An analysis on how the structural change and measurement noise can affect the performance of autoregressive-based damage features is introduced in Section 3. The limitations of available methods are highlighted and new algorithms based on Ljung-Box statistic and AR spectra are proposed. To compare the performances of existing versus the proposed algorithms, both methods are applied to a numerical example in Section 4 and to the data collected from laboratory experiments in Section 5 for further evaluation.

2. SPR algorithms using AR/ARX based features

Many SPR algorithms only look at a certain aspect of AR/ARX models for input features. Two most commonly adopted features are model residuals and model coefficients.
2.1. Model residuals as damage indicator

An AR(p) model can be written as:

\[ x(t) = \sum_{j=1}^{p} \phi_j x(t-j) + \epsilon_x(t). \]  

In this equation, \( x(t) \) is the discrete-time autoregressive signal, \( \epsilon_x(t) \) is the random error, \( \phi_j \) denotes the AR coefficients, and \( p \) is the order of the model.

An ARX model is similar to an AR model in structure, only there is an additional regression term on the right side of the equation for an external input \( e(t) \):

\[ x(t) = \sum_{i=1}^{m} z_i x(t-i) + \sum_{j=0}^{b} \beta_j e(t-j) + \epsilon_x(t). \]  

The one-step prediction error of an AR/ARX model over a dataset is generally referred to as model residuals. In application, damage indicators can be certain characteristics of the residuals obtained by fitting a model from baseline segments to obtain the residuals and AR coefficients. Then the baseline data segment is selected, and an ARX model is fitted to both training and unknown state data to construct. The selected damage index is defined as the damage-sensitive feature in this case. Here \( \sigma(\cdot) \) denotes the standard deviation of a sequence. An increase in the values of damage indicator is observed as the system became damaged.

2.2. AR coefficients as damage indicators

In [13], the ARX model residuals from strain gage data from a patrol boat are used to report damage. Note that since the input information is not available in this case, a two-stage analysis is adopted. First an AR model is fitted to all signal segments to obtain the residuals and AR coefficients. Then the baseline baseline data segment is selected, and an ARX (a,b) model is constructed from \( x(t) \) using its AR residuals as exogenous input. Hence, ARX residual sequences \( \epsilon_x \) and \( \epsilon_y \) can be obtained, respectively from \( x(t) \) and \( y(t) \) using the baseline model. The ratio \( \sigma(\epsilon_y)/\sigma(\epsilon_x) \) is defined as the damage-sensitive feature in this case. Here \( \sigma(\cdot) \) denotes the standard deviation of a sequence. An increase in the values of damage indicator is observed as the system became damaged.

In another study [14] on damage identification in a mass-spring-damper system using acceleration response, similar methodology is used for feature extraction but a more statistically rigorous approach is employed for damage threshold construction. The selected damage index is \( \sigma^2(\epsilon_y)/\sigma^2(\epsilon_x) \), which should follow an F-distribution under the Gaussian assumption of residuals. A modified hypothesis test is used to set the damage threshold.

A successful application of AR residuals in detecting structural change in a progressively damaged concrete bridge column is reported in [12]. Acceleration measurements are collected from a single sensor mounted on the model. A healthy-state dataset is used to train a baseline AR model, which is fitted to both training and unknown state data to produce AR residual sequences. These sequences are divided into subgroups of size 4, and within-subgroup mean \( \bar{x} \) and standard deviation \( S \) are monited using statistical process control chart. The upper/lower control limits of the charts are determined from baseline data residuals (Table 1); when the system is damaged, it is expected that a large portion of charted values will go beyond the limits.

2.2. AR coefficients as damage indicators

In the same paper [13] where AR-ARX residuals are used to capture damage, an outlier analysis is performed for the AR coefficients. The distance measure adopted for novelty evaluation is Mahalanobis distance [30]:

\[ d_z = (x_z - \bar{x}) \Sigma^{-1} (x_z - \bar{x}), \]  

where \( x_z \) is the potential outlier vector, \( \bar{x} \) is the mean vector of the baseline sample features, and \( \Sigma \) is the sample covariance matrix.

**Table 1**

Formulas for upper/lower bound calculation of the two control charts [12].

<table>
<thead>
<tr>
<th></th>
<th>Upper bound</th>
<th>Lower bound</th>
<th>Center line</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{X} ) chart</td>
<td>( z_{x/2}\sqrt{n} )</td>
<td>( -z_{x/2}\sqrt{n} )</td>
<td>0</td>
</tr>
<tr>
<td>( \bar{S} ) chart</td>
<td>( S \sqrt{\chi^2_{1,n}}(n-1) )</td>
<td>( S \sqrt{\chi^2_{1,n}}(n-1) )</td>
<td>( S_f )</td>
</tr>
</tbody>
</table>

**\( S \)** is the square root of pooled variance of subgroups in the baseline residual set, and \( z_{x/2} \) represents the \( x \) quantile of the standard normal distribution. **\( S_f \)** denotes the \( p \)th quantile of a Chi-square random variable with \( n \) degrees-of-freedom.
Mahalanobis distance is defined from the deviation statistics; a normal Gaussian statistical population in \( p \)-variants is usually described by a \( p \)-dimensional frequency distribution:

\[
f(x, \mu, \Sigma) = \frac{1}{(2\pi)^{p/2}\mid \Sigma \mid^{1/2}} \exp\left(-\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu)\right).
\]

(5)

where \( x \) is the \( p \)-dimensional Gaussian Random Vector, \( \mu \) is its expectation, and \( \Sigma \) is its covariance matrix. When data from a structural state that differs from the baseline is tested, Mahalanobis distance value for AR coefficients is expected to increase substantially. Monte Carlo Simulation was employed for damage threshold construction: feature vectors with components drawn independently from a standard normal distribution are generated, and then their Mahalanobis distance values are computed and arranged in descending order. The threshold is set at the point beyond which 1% or 5% values occur.

Mahalanobis distance is also adopted for damage detection in an experimental research described in [25], where AR modeling is applied to the free decay response produced via random decrement technique, instead of the raw ambient response.

3. Proposed damage detection algorithms based on time series analysis

Though in several studies, AR models have been employed for feature extraction to detect structural damage, they mainly emphasized on development and validation of the SPR method and did not focus on examining their effectiveness for structural monitoring by sensitivity analysis. In this section the sensitivity of AR model properties as damage indicators will be inspected, and from the analysis result new autoregressive features based on model residuals and parameters are proposed.

Damage detection is essentially an inverse problem that attempts to diagnose the system using the input (excitation) and output (structural response) records. Since in most practical situations input information is difficult to obtain, a convenient, yet in most cases justifiable assumption is made that the excitation is white noise. Theoretically, the structural vibration response under such loading can be treated as an ARMA \((p, q)\) process, with a corresponding \( z \)-transfer function [31] as shown in Eq. (6):

\[
X(z) = \frac{1 - \theta_1 z^{-1} - \theta_2 z^{-2} - \ldots - \theta_p z^{-q}}{1 - \phi_1 z^{-1} - \phi_2 z^{-2} - \ldots - \phi_p z^{-p}}.
\]

(6)

In this equation, the auto regressive (AR) coefficients, \( \{\phi_i\} \), are determined by structural properties, and the moving average (MA) coefficients, \( \{\theta_i\} \) are affected by both the structural condition and excitation. The location of the zeros of the process, determined by the MA coefficients, can be easily affected by even a slight measurement noise content that introduces a rippled noise floor to the signal spectrum. In Fig. 2, the two ARMA models have the same AR coefficients but different MA coefficients. The blue and red lines are the Welch’s periodogram plots from data generated from the two models. The results are presented as an empirical proof that the zero positions (which is related to the MA coefficients) of a system cannot be reliably inferred from noise contaminated signals. As such, the ARMA models, despite their higher computational cost, do not yield a performance superior to AR models in many applications. Therefore, using AR models is a preferable choice for constructing an efficient and effective damage detection algorithm that will work for online or distributed structural monitoring. In the remainder of this paper, the discussion will be limited to AR models.

![Fig. 2. Sample spectrum plots from 50 simulations of two ARMA processes: (a) constructed from noise-free sample; (b) constructed from samples with 6.5% noise added. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)
3.1. Damage detection using autocorrelation function (ACF) of the residuals

From the definition of the AR model it is clear that if the autoregressive model used to filter an AR process is exactly the same as its underlying structure, then the produced model residuals should be the same as \( e(t) \) in Eq. (1). Otherwise, the residual sequence will resemble an ARMA process instead of being a white noise.

Reference [32] proposed a statistic to measure the difference between residual series and identically and independently distributed (i.i.d.) noise:

\[
Q = n(n+2) \sum_{j=1}^{h} \frac{\rho_j^2}{n-j},
\]

where \( n \) is the sample size, \( h \) is the number of lags, and \( \rho_j \) is the autocorrelation at the \( j \)th lag. Since this \( Q \)-statistic follows a \( \chi^2 \) distribution under the normality assumption of the input, a statistical test can be devised at significance level \( \alpha \), by setting the rejection threshold at \( \chi^2_{\alpha, h} \), which is the \( \alpha \)-quantile of the \( \chi^2 \) distribution with \( h \) degrees-of-freedom.

This so-called Ljung-Box test is yet a novel statistical approach in the civil engineering domain. Nonetheless, it seems an attractive alternative for damage detection to residual-variance based methods, and will be applied in conjunction with AR modeling in Sections 4 and 5. In the rest of this subsection, an analytical result will be provided on the sensitivity of residual ACF to structural damage. Here, structural damage is represented as a change in AR coefficients (indirect structural parameters), rather than parameters with a clear physical meaning (mass, stiffness, etc.). Assume that the structural vibration response at a certain location can be described by a univariate AR\((p)\) model:

\[
x(t) - \phi_1 x(t-1) - \phi_2 x(t-2) - \cdots - \phi_p x(t-p) = e(t).
\]

The corresponding z-transfer function is \((p \text{ is always an even number, as the structural poles always appear in pairs as conjugates)}:

\[
\phi(z) = \frac{E(z) - 1}{X(z)} = \frac{1}{1 - \phi_1 z^{-1} - \phi_2 z^{-2} - \cdots - \phi_p z^{-p}} = \frac{1}{1 - (1-a_1 z^{-1})(1-a_2 z^{-1})(1-a_3 z^{-1}) \cdots (1-a_p z^{-1})},
\]

which is an all-pole expression. It can be shown that the poles of a discretized MDOF structure are related to its eigenfrequencies \((\omega_i)\) and damping ratios \((\zeta_i)\) through the following expression [31]:

\[
a_i, a_i^* = e^{-\zeta_i \omega_i T_s} \pm \omega_i \sqrt{1 - \zeta_i^2} T_s, \quad i: \text{ the mode order}
\]

In Eq. (10), \( T_s \) is the data sampling frequency. Hence in the subsequent derivations, damage will be represented by a shift in the position of system poles. To simplify the discussion, suppose the model only differs from the data structure in the first pair of conjugate poles, \( a_1 \) and \( a_1^* \), by a value of \( \Delta a_1 \) and \( \Delta a_1^* \), where \( (\Delta a_1)^p = \Delta a_1^* \). The z-transfer function of the residual sequence from the new structural state can be expressed as:

\[
E(z) = \left[ \frac{1 - (1-a_1 z^{-1})(1-a_2 z^{-1})(1-a_3 z^{-1}) \cdots (1-a_p z^{-1})}{(1-a_1^* z^{-1})(1-a_2^* z^{-1})(1-a_3^* z^{-1}) \cdots (1-a_p^* z^{-1})} \right] E(z).
\]

Eq. (11) can be written in the time domain as

\[
(1-a_1 B)(1-a_1^* B) e'(t) = \left[ (1-a_1 + \Delta a_1 B)(1-a_1^* + \Delta a_1^* B) \right] e(t),
\]

\[
e'(t) = \sum_{n=0}^{\infty} (a_1 B)^n \sum_{m=0}^{\infty} (a_1^* B)^m [1 - (1-a_1 + \Delta a_1 B)[1 - (1-a_1^* + \Delta a_1^* B)] e(t)] = e(t) + \sum_{n=0}^{\infty} (a_1 B)^n (-\Delta a_1^* B) + \sum_{m=0}^{\infty} (a_1^* B)^m (-\Delta a_1 B) e(t)
\]

Here \( B \) stands for the backshift operator, i.e., \( Bp[n] = p[n-1] \). Considering changes in all pole pairs,

\[
e'(t) = e(t) + \sum_{k=1}^{p} \sum_{n=0}^{\infty} (a_k B)^n (-\Delta a_k^* B) + \sum_{m=0}^{\infty} (a_k^* B)^m (-\Delta a_k B) e(t).
\]

This result is obtained under the assumption that the model of the data from its original state is very small.

From Eq. (12) it is clear that as the model deviates from the baseline, the residuals will be the sum of a white noise sequence and a number of attenuated auto-regressive terms. As a result, an increase will be observed in its standard deviation, and its autocorrelation function will start showing non-zero values at different time lags. A simple derivation leads to an expression for the ACF of \( e'(t) \):

\[
R_{e'}(t) = \sigma^2 e \left\{ \delta(t) + \sum_{k=1}^{p} (-\Delta a_k^* - \Delta a_k) \delta(t-1) + \sum_{k=1}^{p} \sum_{l=0}^{\infty} \frac{(\Delta a_k \Delta a_l a_k^l)^2}{1 - (a_k^l a_k^*)^2} + \frac{(\Delta a_k \Delta a_l a_k^l)^2}{1 - (a_k^l a_k^*)^2} + \frac{(\Delta a_k \Delta a_l a_k^l)^2}{1 - (a_k^l a_k^*)^2} \right\},
\]

where \( \sigma^2 e \) is the noise variance. In Eq. (13) high order terms are not omitted because the poles of a physical structure are generally close to the unit circle, thus making the value of the denominators small. The damage detection methods that were examined in Section 2 are based on mean and standard deviation control charts on grouped residuals and \( F \)-test on residual variance. Section 13 suggests that more sensitive statistical features can be found by taking into consideration the change of the entire ACF, instead of focusing only on the change in residual standard deviation.
3.2. Damage detection using AR model spectrum

Corresponding spectrum plot can be constructed given an AR model:

$$S_{AR}(\omega) = \sum_{k=0}^{p} s_{2} e^{i \omega k} = \frac{s_{2} e^{i \omega n}}{|\sum_{k=0}^{p} \phi_{k} e^{-j \omega k}|^2}$$

(13)

In this paper $s_{2}$ is not calculated and set to 1, since its value can be determined by excitation level.

It is proposed here that Cosh spectral distance [4,33] based on AR spectrum estimates be used as a more stable damage index than Mahalanobis distance of AR coefficients:

$$C(S, \bar{S}) = \frac{1}{2N} \sum_{j=1}^{N} \left\{ \frac{S(\omega_j)}{\bar{S}(\omega_j)} - \log \frac{S(\omega_j)}{\bar{S}(\omega_j)} - \log \frac{S(\omega_j)}{\bar{S}(\omega_j)} - 2 \right\}$$

(14)

In Eq. (14), $S(\omega_j)$ is the Power Spectral Density to be examined, and $\bar{S}(\omega_j)$ is the average of the spectra estimates from baseline samples. When the system is damaged, the Cosh distance value should increase. Since no theoretical probability distribution is available for this statistic, damage threshold will be determined numerically from the baseline. Specifics on threshold construction will be introduced in the next section.

Structural damage will influence the values of the AR coefficients obtained from autoregressive modeling on the vibration responses. A desirable feature is one that is sensitive to the damage, but not very sensitive to other non-relevant factors. A theoretical solution on the feature sensitivity would require not only a thorough inspection of the numerical estimation algorithm used, but also evaluation of finite sample number effect and complicated statistical distributions. Therefore, numerical simulations are adopted to investigate this subject. Each simulation consists of 50 runs, in which sample data are generated from an ARMA (10, 6) process with white noise added. In Fig. 3, the first row shows how the coefficient and spectrum estimates respond to the change in signal noise level, the second row shows how these estimates are affected by a slight variation in the positions of two zeros of the ARMA process (as reflected in the difference between the two thin blue lines), and the third row shows their responses to change in the values of two poles of the ARMA process. In all estimations the AR order is set at 16.

**Fig. 3.** The estimation interval of AR coefficient and envelope of spectrum estimates over 50 simulations. 'snr' is the abbreviation for signal-to-noise ratio. In all the spectrum plots, the thin blue lines(s) represents the spectrum of underlying model(s). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
As can be seen in the second and third row of Fig. 3, the signs and values of AR coefficients are sensitive to the change in position of zeros and noise ratio, and especially to the latter; when the noise level is raised slightly, substantial variation happens in the value of first six AR coefficients. The Mahalanobis distance measure mentioned before is implicitly based on the assumption that the estimated coefficients are Gaussian random vectors, which is only true asymptotically when the underlying process is strictly AR($p$); see [17] for details. When such variations are considered, the general ‘shape’ of the coefficient cluster may be easily affected and thus render this feature not robust with respect to variation due to environmental factors.

Judging from the plots, the AR spectrum estimate seems a more reliable feature compared to the coefficients. This feature is not greatly affected by noise level change, and has the desired feature of being more sensitive to shift in poles than zeros (considering the logarithmic plot scale that magnifies the difference between small values). No explicit reasoning is available now to account for this phenomenon, but the interaction between polynomial coefficients and roots is complicated when the polynomial order is high; sometimes a slight change in one corresponds to great variation in the other.

4. Numerical implementation of the statistical algorithms

To examine the effectiveness of both the old and new algorithms, a four degree-of-freedom mass-spring-damper system (Fig. 4), subjected to white noise excitation is simulated using MATLAB. Two sets of acceleration measurements are collected at all nodes from the healthy structure. Then damage is simulated by reducing the stiffness of the spring between nodes 3 and 4 by 20%, and two additional sets of acceleration measurements are obtained from the damaged structure. Figs. 5 and 6 display the results from different statistical algorithms. In all these statistical tests, one dataset (dataset 2) from the undamaged condition is used to establish the baseline, and the other (dataset 1) for false-positive testing. The other two sets from the damaged state are used to demonstrate each method’s damage detection performance. Each dataset consists of 3000 points. The order of AR models is determined by using Akaike’s Information Criterion (AIC) [19].

Damage is clearly indicated by both the $\bar{x}$ control chart and $Q$-statistic trace plot (Fig. 5). The AR model order used in control chart construction is 28, the subgroup size is 4. The maximum lag number for $Q$-statistic evaluation is 25. The significance level of the threshold is 5%. The classification result using $S$-control chart is not satisfactory, possibly due to the fact that the residuals are not completely uncorrelated. $Q$-statistic trace plots are the more sensitive features, where the values from the damaged state significantly increase as model order increases. Such large differences have compensated the imperfection of having the false positive trace lying above the threshold. Note that as the AR order increases, the model overfits dataset 2, thus making the difference in $Q$-statistic value obtained from dataset 1 and dataset 2 greater. Another interesting point observed is that as model order increases, the false positive trace becomes quite flat, while the two damaged state traces are fluctuating.

Fig. 4. The simulated 4 DOF mass-spring-damper system.

Fig. 5. Damage classification results in the numerical case, by (a) $\bar{x}$ control chart and (b) Ljung-Box test statistic; all data are acquired from node 3.
In Fig. 6, the AR model order employed is 28, and each dataset is segmented into a group of 350-point long pieces with 300-point overlap between successive parts. The significance level of the threshold is 5%. The number of FFT (fast Fourier Transform) points is 256. It can be seen that the Mahalanobis distance feature is not robust with respect to variation due to environmental factors, and careful consideration is given to the corresponding damage threshold construction so that a balance can be reached between the amount of false alarms and missed damage cases. The Monte Carlo method described in the previous case yields poor results since it produces such a high threshold value that all features, whether from damaged or undamaged state, fall below the threshold. Also, this technique is not theoretically justified: it has been proved that if the signal is really an AR process, then any regular coefficients estimator \( \hat{\phi}_p \) from the signal is asymptotically unbiased and normally distributed with covariance matrix \( \sigma^2 G^{-1} \), where \( G_p = \gamma[(t-j)]_{i,j=1,...,p} (\gamma \text{ is the signal autocorrelation function}) \) [19]. Another intuitive method is to simulate random Gaussian vectors based on the covariance matrix estimated from baseline samples, but due to the feature robustness problem described before, the rate of false alarms tends to be high for this method.

Finally the method adopted is the data-driven cross-one-validation, a method that ‘let the data speak for itself’. First a segment is cut at a random time point from the baseline sequence for validation, and segments of same length obtained from the rest of the sequence will serve as training class. Feature distance between the validation sample and those of the training class is then calculated. This process is repeated for a number of times, and the value that exceeds 95% of the test samples is chosen as threshold.

Cross-validation technique is employed for threshold construction in both the AR spectrum distance plot and Mahalanobis distance plot presented herein.

5. Experimental validation of the statistical algorithms

For further verification of the statistical algorithms, they are also applied to acceleration data from two laboratory experiments. As in the numerical case, two acceleration datasets are obtained for either structural scenario.

5.1. Case study 1: truss model subjected to ambient vibrations.

Fig. 7 shows a picture of the specimen tested, with 14 wireless sensors mounted on the connection nodes. The truss is 1 m wide, 0.707 m tall, and has in the longitudinal direction four spans (lower cord), each 1.414 m long. For additional information on the truss, please see reference [34]. No additional excitation is applied except the ambient vibration, and two 20.4 kg disks are added to the mid-span of the truss to approximate a loss of stiffness in the system. For the undamaged case, the fundamental frequency estimate of the truss is 2.33 Hz. For the damaged case, the first frequency is 2.05 Hz.

The Ljung-Box test and statistical control charts have already been applied to free vibration data collected from the truss [34]. However, as the AR models were initially proposed as a tool to study stationary time series, it makes
more sense to apply them to ambient vibration responses. Due to the measurement noise disturbances in the high frequency content of the acceleration signals collected, the data is preprocessed using a low-pass filter before SPR evaluation. The results from Ljung-Box test, Mahalanobis distance and Cosh spectral distance evaluation are shown in Figs. 8 and 9. In all applications, the first two datasets are from healthy state, the rest from damaged state. The significance level of all thresholds is 5%. The maximum lag number for $Q$-statistic evaluation is 25. For evaluation of the Mahalanobis distance and Cosh spectral distance features, the AR model order selected to be 22, and each dataset is segmented into a group of 300-point long pieces with 250-point overlap between successive parts. The significance level of the threshold is 5%. The number of FFT (fast Fourier Transform) points is 256. Statistical control chart failed to yield a satisfactory classification result in this case. Again, the theoretical threshold of the $Q$-statistic generates false alarms.

Fig. 7. The space truss model with its sensor numbering scheme.

Fig. 8. Damage classification results for the space truss by (a) Mahalanobis distance and (b) Cosh spectral distance measure; all data are acquired from truss node 4.
5.2. Case study 2: bridge slab model subjected to white-noise excitation

The test specimen is a two-span reinforced concrete bridge model tested at the University of Nevada, Reno (Fig. 10). The three bents are each placed on separate shaking tables. Clear column heights of 1.83 m, 2.44 m, and 1.52 m were chosen for Bents 1, 2, and 3, and the diameter for each column is 0.31 m. The width and the total length of the slab were 2.5 m and 20.5 m. The design prototype was an idealized two-span frame of a cast-in-place, post-tensioned reinforced concrete box girder bridge. As part of a larger NEES (Network for Earthquake Engineering Simulation) project [35], the specimen was progressively damaged during various low-to-high amplitude level earthquake excitation tests, all of which were from the 90 degree and 180 degree components of the Century City Country Club North record from the 1994 Northridge, California earthquake. In the intervals between these tests, white noise excitation was applied to the structure. Minor cracks were first observed after the 13th earthquake test, and exposing of reinforcements
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occurred after 15th test, other details on the damage accumulation in bridge bents can be found in Table 3. The data used here is the transverse acceleration measurements of the slab from white-noise tests collected from sensor AT3 (Fig. 10).

The names of the data files, as shown in Figs. 11 to 13, is a combination of the number of the earthquake tests before and after the white noise test, with common prefix ‘WN’. Postfixes are employed to distinguish data from different tests under same structural condition.

For all the results presented for this case study, the first three datasets are from the healthy state, the rest from the damaged state. Again, thresholds with a 5% significance level are used for all features. When evaluating the Mahalanobis distance and Cosh spectral distance, the AR model order used is 20, and each dataset is segmented into a group of 350-point long pieces with 300-point overlap between successive parts. The number of FFT (Fast Fourier Transform) points is 256. The AR model order used in control chart construction is 15, and the subgroup size is 10. It is observed that when the damage is small, features calculated from model coefficients are no less sensitive than those from residuals. But when the damage becomes severer, the value of latter increases much more rapidly than the former. This can be explained by the results presented in Section 3: the change in autocorrelation/variance is the sum of pole shifts and a number of second order terms with possibly small denominator values. The ‘second order effect’ will grow prominent when the damage becomes more substantial. The statistical control method performs quite well in this case, possibly because the excitation is a controlled white noise input.

Also, it can be observed in all of the numerical and experimental applications the Cosh distance outperforms the Mahalanobis distance in that the former is relatively more robust to excitation condition variations. The percentages of outliers/inliers of the application examples are provided in Table 2. Note that for all the figures the threshold is set at a 5% statistical significance level, which means damage is recognized when the outlier portion exceeds 5% of the total observations (or equivalently, when the inlier portion falls below 95% of the total observations). It is clear that the Cosh spectral distance yields a more consistent performance for the baseline and false-positive testing datasets, while remains overall sensitive to structural damage.

It is worth noting that as the system becomes non-linear, many feature values stop reflecting the damage extent, due to the invalidity of LTI (linear time invariant) assumption for the system.

<table>
<thead>
<tr>
<th>Test</th>
<th>Observed damage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bent 1</td>
<td>Bent 2</td>
</tr>
<tr>
<td>12</td>
<td>–</td>
</tr>
<tr>
<td>13</td>
<td>CRACK (0.08)</td>
</tr>
<tr>
<td>14</td>
<td>CRACK (0.08)</td>
</tr>
<tr>
<td>15</td>
<td>CRACK (0.25), FL</td>
</tr>
<tr>
<td>16</td>
<td>CRACK (0.50), SPAL (125)</td>
</tr>
<tr>
<td>17</td>
<td>CRACK (0.50), SPAL (150), TranEXP</td>
</tr>
<tr>
<td>18</td>
<td>CRACK (0.50), SPAL (150), TranEXP</td>
</tr>
<tr>
<td>19</td>
<td>CRACK (0.75), SPAL (150), TranEXP</td>
</tr>
<tr>
<td>20</td>
<td>CRACK (0.75), SPAL (150), TranEXP, LongEXP</td>
</tr>
<tr>
<td>21</td>
<td>CRACK (0.75), SPAL (150), TranEXP, LongEXP</td>
</tr>
<tr>
<td>22</td>
<td>CRACK (0.75), SPAL (150), TranEXP, LongEXP, InBUCK</td>
</tr>
</tbody>
</table>

Notes: BUCK—buckling of longitudinal reinforcement, CORE—complete core degradation, CRACK—crack width in mm, InBUCK—incipient buckling, LongEXP—the exposing of longitudinal reinforcement, LongFRAC—fracture of the longitudinal reinforcement, SPAL—spall height in mm, TranEXP—the exposing of transverse reinforcement, TranFRAC—fracture of the transverse reinforcement.

The data used here is the transverse acceleration measurements of the slab from white-noise tests collected from sensor AT3 (Fig. 10). The names of the data files, as shown in Figs. 11 to 13, is a combination of the number of the earthquake tests before and after the white noise test, with common prefix ‘WN’. Postfixes are employed to distinguish data from different tests under same structural condition.

For all the results presented for this case study, the first three datasets are from the healthy state, the rest from the damaged state. Again, thresholds with a 5% significance level are used for all features. When evaluating the Mahalanobis distance and Cosh spectral distance, the AR model order used is 20, and each dataset is segmented into a group of 350-point long pieces with 300-point overlap between successive parts. The number of FFT (Fast Fourier Transform) points is 256. The AR model order used in control chart construction is 15, and the subgroup size is 10. It is observed that when the damage is small, features calculated from model coefficients are no less sensitive than those from residuals. But when the damage becomes severer, the value of latter increases much more rapidly than the former. This can be explained by the results presented in Section 3: the change in autocorrelation/variance is the sum of pole shifts and a number of second order terms with possibly small denominator values. The ‘second order effect’ will grow prominent when the damage becomes more substantial. The statistical control method performs quite well in this case, possibly because the excitation is a controlled white noise input.

Also, it can be observed in all of the numerical and experimental applications the Cosh distance outperforms the Mahalanobis distance in that the former is relatively more robust to excitation condition variations. The percentages of outliers/inliers of the application examples are provided in Table 2. Note that for all the figures the threshold is set at a 5% statistical significance level, which means damage is recognized when the outlier portion exceeds 5% of the total observations (or equivalently, when the inlier portion falls below 95% of the total observations). It is clear that the Cosh spectral distance yields a more consistent performance for the baseline and false-positive testing datasets, while remains overall sensitive to structural damage.

It is worth noting that as the system becomes non-linear, many feature values stop reflecting the damage extent, due to the invalidity of LTI (linear time invariant) assumption for the system.

Table 2
Comparison of the performances of Mahalanobis distance and Cosh distance feature; misclassified cases are marked in bold.

<table>
<thead>
<tr>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
<th>Dataset 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 6 Mahalanobis 0.00%</td>
<td>9.26%</td>
<td>27.78%</td>
<td>29.63%</td>
</tr>
<tr>
<td>Cosh 3.70%</td>
<td>7.41%</td>
<td>27.78%</td>
<td>46.30%</td>
</tr>
<tr>
<td>Dataset 1</td>
<td>Dataset 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fig. 8 Mahalanobis 0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Cosh 0.00%</td>
<td>2.44%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>WN0709B</td>
<td>WN0709A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fig. 11 Mahalanobis 0.00%</td>
<td>38.71%</td>
<td>37.63%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Cosh 2.15%</td>
<td>12.90%</td>
<td>3.23%</td>
<td>22.58%</td>
</tr>
</tbody>
</table>

Table 3
Damage progression summary for each bent [35].

<table>
<thead>
<tr>
<th>Bent</th>
<th>Test</th>
<th>Observed damage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bent 1</td>
<td>Bent 2</td>
<td>Bent 3</td>
</tr>
<tr>
<td>12</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>13</td>
<td>CRACK (0.08)</td>
<td>–</td>
</tr>
<tr>
<td>14</td>
<td>CRACK (0.08)</td>
<td>–</td>
</tr>
<tr>
<td>15</td>
<td>CRACK (0.25), FL</td>
<td>CRACK (0.08)</td>
</tr>
<tr>
<td>16</td>
<td>CRACK (0.50), SPAL (125)</td>
<td>CRACK (0.17), FL</td>
</tr>
<tr>
<td>17</td>
<td>CRACK (0.50), SPAL (150), TranEXP</td>
<td>CRACK (0.25), FL</td>
</tr>
<tr>
<td>18</td>
<td>CRACK (0.50), SPAL (150), TranEXP</td>
<td>CRACK (0.50), SPAL (100)</td>
</tr>
<tr>
<td>19</td>
<td>CRACK (0.75), SPAL (150), TranEXP</td>
<td>CRACK (2.00), SPAL (115)</td>
</tr>
<tr>
<td>20</td>
<td>CRACK (0.75), SPAL (150), TranEXP, LongEXP</td>
<td>CRACK (2.00), SPAL (125)</td>
</tr>
<tr>
<td>21</td>
<td>CRACK (0.75), SPAL (150), TranEXP, LongEXP</td>
<td>CRACK (2.00), SPAL (125)</td>
</tr>
<tr>
<td>22</td>
<td>CRACK (0.75), SPAL (150), TranEXP, LongEXP, InBUCK</td>
<td>CRACK (2.00), SPAL (200), TranEXP, BUCK</td>
</tr>
</tbody>
</table>

Notes: BUCK—buckling of longitudinal reinforcement, CORE—complete core degradation, CRACK—crack width in mm, InBUCK—incipient buckling, LongEXP—the exposing of longitudinal reinforcement, LongFRAC—fracture of the longitudinal reinforcement, SPAL—spall height in mm, TranEXP—the exposing of transverse reinforcement, TranFRAC—fracture of the transverse reinforcement.
Fig. 11. Damage classification results for the bridge slab model by (a) Mahalanobis distance and (b) Cosh spectral distance measure; all data are acquired from node 3.

Fig. 12. Damage classification results for the bridge slab model using Ljung-Box test statistic measure; the maximum lag number for Q-statistic evaluation is 25.
6. Conclusion

In this paper, two time series-based structural damage detection algorithms using statistical pattern recognition are proposed and investigated. One of them uses the Ljung-Box statistic of AR model residual sequence as damage index; the

Fig. 13. Damage classification results for the bridge slab model, by (a) \( \tau \) control chart and (b) \( S \)-control chart measure; data set WN0709B is employed as baseline here. All data are acquired from node 3.
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other uses the Cosh spectral distance of the estimated AR model spectrum. Compared with existing algorithms based on AR model residual variance and coefficients distance, the Ljung-Box statistic provides a more accurate account of the structural damage by evaluating possible change in the entire ACF of residuals and Cosh spectral distance is less sensitive to changes in excitation sources as its value is largely determined by system poles, a property shared by most spectrum-based features. Subsequent applications to vibration data from simulation and lab experiments shows that the Ljung-Box statistic is indeed a more sensitive feature than residual variance in most cases, while Cosh spectral distance tends to be more stable than Mahalanobis distance of coefficients. In all the applications presented, the theoretical threshold of Ljung-Box test is conservative (i.e., generates a large number of false positives). The available control chart method also suffers from similar threshold construction inaccuracies. This problem arises from the fact that the structural response is not precisely an AR process, and the residuals obtained from the estimated model are not exactly white noise as assumed in the formulation of the Ljung-Box test. This discrepancy between the theoretical results and those from real data is inevitable because of statistical modeling errors. The data-driven resampling method proposed for threshold construction for Mahalanobis distance and Cosh spectral distance measure yields a better performance. Here the cross-validation technique is selected for threshold determination over Monte Carlo method because the latter’s assumption that the AR model coefficients are Gaussian. The available control chart method also suffers from similar threshold construction errors. The data-driven resampling method proposed for threshold construction for Mahalanobis distance and Cosh spectral distance test. This discrepancy between the theoretical results and those from real data is inevitable because of statistical modeling errors. The data-driven resampling method proposed for threshold construction for Mahalanobis distance and Cosh spectral distance measure yields a better performance. Here the cross-validation technique is selected for threshold determination over Monte Carlo method because the latter’s assumption that the AR model coefficients are Gaussian. Random vectors with statistically independent components are not theoretically sound. Similar procedures may also be attempted for the residual based features in future research.
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